Decoding beads in a randomly assembled optical nose
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Abstract
In Illumina’s technology, the term bead is synonymous with microsensors used in optical arrays. Unlike orderly arranged microarrays [1,2], a randomly assembled array would need to be processed via a so-called decoding step, in order to identify the location of each beadtype. Illumina’s O-nose technology is radically different from the electronic nose (E-nose) technologies by several factors, e.g., the number of sensors. In an O-nose application, one can easily obtain 2000 usable sensors. The quantity of sensors, however, comes at a price, i.e., the necessity for a decoding procedure. The decoding step plays a challenging role in the O-nose technology. A novel supervised learning technique of decoding randomly assembled arrays, based on subspace classifier method is proposed.
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1. Introduction
In Illumina’s technology, the term bead is synonymous with microsensors used in optical arrays. Unlike orderly arranged microarrays [1,2], a randomly assembled array would need to be processed via a so-called decoding step, in order to identify the location of each beadtype. In DNA-related applications, the decoding step is done via multi-stage hybridization to the complementary oligonucleotides (a.k.a., oligos) [3–6]. For optical nose (O-nose) chemical sensors, since the probes are not oligo-based, this method does not apply. Illumina’s O-nose technology is radically different from the electronic nose (E-nose) technologies by several factors, e.g., the number of sensors. In an O-nose application, one can easily obtain 2000 usable sensors. The quantity of sensors, however, comes at a price, i.e., the necessity for a decoding procedure. Upon assembly, the beads (sensors) are randomly distributed on the array substrate. The process by which one would identify the location of each bead is referred to as decoding. The decoding step plays a challenging role in the O-nose technology.

In this paper, a novel method of decoding randomly assembled arrays is introduced. This is based on subspace classifier method [7]. The sensors are decoded by exposing the mixture of the sensor bead-types to a certain analyte or to a series of pre-selected analytes. More specifically, the time-course of the exposure of the sensors to nitrogen followed by the exposure to the specific analyte is obtained. By selecting an appropriate analyte, one can obtain different signatures from the different optical sensors. This idea is the main focus of the following study. In the more complex cases, the signature of the sensors may not be completely resolvable by a single analyte. In this case, the methods developed by this study are still applicable. However, one would need to perform a series of exposures to multiple analytes. At each stage of the series, the same procedure is executed. After the final stage, the individual results are pooled together, in order to make a composite decision. The major assumption for enabling the above claim is that even though each analyte, by itself, cannot decode the complexity of the mixture, the combination of the carefully selected analytes would enable one to do so.

An alternate method of decoding such a problem is based on unsupervised learning [8]. In this method, the time-course signal is first compressed, and then processed using a clustering algorithm, e.g., fuzzy C-means (FCM). In general, since the supervised learning method can make use of class labels,
its performance is expected to be superior to that of the unsupervised learning.

2. Methods

A method of supervised learning was devised for this problem. More specifically, three sets of data were provided along with their corresponding class labels. A fourth set, which contained the combination of the three bead-types, was also provided. For this latter set of beads, no class label was provided. The objective of this study was to place labels (1, 2, or 3) on every bead of the fiber bundle containing the mixture of the three bead-types. Fig. 1 illustrates the prototype time-course of the three bead-types under test, along with the name of the compounds that the sensors are made of [8].

Fig. 2 shows the profile of 49 randomly selected bead-types from the multi-bead-type fiber bundle, i.e., the fiber bundle containing the mixture of the beads. It is notable that not all of the bead-types follow the above general patterns, to a great degree.

For every bead-type, three features were extracted, one feature per class. These features were based on the normalized cross-correlation between the pattern of a bead-type and the class prototypes. The representation of the bead-type in this $N$-dimensional space ($N=3$) is projected into the $N-2=1$-dimensional subspaces. In each subspace, a negative label is assigned to the bead-type, if it falls on the negative side of the subspace. For instance, consider the projection into the subspace spanned by $X_3$. In this case, if a bead-type’s projection falls on the negative side of the $X_3$ axis, the bead-type is labeled as “not belonging to Class 3.” If the projection falls into the positive side, no label is assigned. This process is repeated for all the other possible subspaces. At the end of this process, the partial (negative) calls are combined, and a composite call is deduced. For example, if the bead-type does not belong to $X_3$ and does not belong to $X_2$, then by deduction it has to belong to $\text{UoD} = \{X_2, X_3\} = X_1$, where $\text{UoD}$ is the universe of discourse. Occasionally, a bead-type may not have enough negative calls to satisfy a unique deductive
solution. In that case, the bead-type would receive a no-call label.

In an attempt to rank the quality of the decoded beads, a score was assigned to each decoded bead-type. This score was a function of the Mahalanobis distance$^9$ of the bead to (the other members of) its assigned class. The raw Mahalanobis distances were processed via sigmoidal functions, in order to transform the distances to scores, bounded in [0,1]. The sigmoidal function was designed such that at Mahalanobis distances of 3 and 10, the scores were approximately 1 and 0, respectively. These numbers were selected based on the heuristic assumptions that for a normal distribution, a $Z$-distance of 3 contains more than 99% of the data, and data points with $Z$-distance of 10 or higher can be labeled as outliers [9].

3. Results

Fig. 3 shows the 3-D representation of the individual bead-types, i.e., three fiber bundles, each containing only one bead-type. Components of each dot (bead) on $X$, $Y$, and $Z$ axes correspond to the projection of the bead time-response onto the first principal component of Class 1, Class 2, and Class 3, respectively.

Fig. 4 corresponds to the multi-bead bundle. This fiber bundle contains beads from all the three types. This is obvious from the span of the values.

Fig. 5 shows the results of the multi-bead-type fiber bundle after decoding. The resemblance of this figure to Fig. 3 provides a visual confirmation on the quality of the decoding. The classes, however, are not completely separated, i.e., there is no significant gap between the classes. This can be partially attributed to the fact that sensor responses are not always pure, i.e., they do not always belong to one of the three classes. Some sensors may fail to respond properly, as it is evident in Fig. 2.

Fig. 6 shows the beads of the three classes of the multi-bead fiber bundle, with scores greater than the arbitrary threshold of 0.7 (all shown in red). The rest of the beads are shown in green.
Table 1
The number of high-quality beads (score >0.7) in different classes

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Total beads decoded</th>
<th>Acceptable beads</th>
</tr>
</thead>
<tbody>
<tr>
<td>Luna</td>
<td>212</td>
<td>168</td>
</tr>
<tr>
<td>PlatEPS</td>
<td>557</td>
<td>453</td>
</tr>
<tr>
<td>Polystyrene</td>
<td>473</td>
<td>367</td>
</tr>
<tr>
<td>Total</td>
<td>1240</td>
<td>988</td>
</tr>
</tbody>
</table>

Given the arbitrary threshold of 0.7 on the scores, one can bin the high-quality beads into three classes, as shown in Table 1. According to Table 1, approximately 80% of the beads were decoded (988/1240 = 0.8) with score >0.70. The resultant decoded beads were visually confirmed for accuracy of the calls. The decode efficiency (DE) of 80% is to contrast with the 10% DE achieved by an unsupervised learning method.

4. Conclusion

Supervised learning results in higher decoding efficiency (80%) in the prediction of the unknown classes, as compared with an unsupervised learning method (which resulted in 10% decoding efficiency). The supervised learning is also less sensitive to the number of elements in each class. In particular, it is less sensitive than the unsupervised learning to the imbalance in the number of items in clusters. This is mainly due to the fact that in supervised learning, one can exploit the domain-specific prior knowledge.
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